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#### Abstract

This paper presents a new practical calibration method of a stripe laser imaging system for the three-dimensional (3D) shape measurement of an object. The proposed calibration method has an integrated mathematical approach for the camera imaging parameters and the stripe laser light plane. A simple calibration block with checker board pattern attached is employed that has different inclination angle at each face. Because the same scene with the laser light on and off is used for the integrated calibration of the camera and the laser light plane, the calibration process is fast and efficient and the resultant calibration parameters are consistent. Experimental results demonstrated the performance of the proposed calibration method.
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## I. INTRODUCTION

COMBINATION of an imaging camera and a laser scanner is generally used to acquire three-dimensional (3D) shape of an object [1-3]. The laser imaging system is a type of noncontact and active 3D measurement system that projects a collimated laser light of distinct frequency on a target object and measures the deformation of the laser light according to the shape of the object through a camera [4-6]. The 3D surface shape data can be calculated based on the triangulation.

Several studies have been conducted on the laser imaging system. A 3D scanning system was developed using a handheld linear laser light and a camera [7]. 3D point clouds of an object at different view angles with a variable field-of-view (FOV) camera were obtained by using stripe laser light image in [8]. An optical scanning mirror was used to improve the scanning speed of a laser triangulation sensor in [9]. A high-speed rotating optical diffuser was adopted to minimize the effects of geometrical fluctuations of the laser beam [10]. In [11], a calibration method of laser spot direction was proposed for a laser displacement sensor of an optical coordinate measuring system.

In some studies, structured light with a complex coded pattern was used instead of stripe laser light [12-14]. The line encoded structured light patterns were designed for surface measurement [15]. A calibration algorithms with some RGB features was proposed to calibrate the structured light patterns [16]. In [17], an overview of various pattern codification methods including space-, time-, and color-coding techniques was presented. A complex structured light pattern requires an expensive digital light processing projector [18,19]. Further progress and prospects of the structured light imaging methods for 3D

[^0]data acquisition are available in [20-22]. A LiDAR sensor was combined with an imaging camera to obtain 3D data and the color information of an object simultaneously [23-25].

Because of the high measurement frequency and precision, the laser structured light imaging methods are applicable in various fields such as reverse engineering for industrial purposes [26], the restoration of cultural heritage [27,28], biomedical applications such as 3D dental measurement [29], human body shape measurement $[30,31]$, the autonomous navigation of a mobile robot [32], the detection of surface crack in concrete [33] and object grasping with and auto-calibration of manipulator robots $[35,36]$.

The coordinates of the stripe laser light and the camera imaging parameters should be known in advance to obtain metric reconstruction of target object's 3D shape by a laser imaging system. Herein, the camera imaging parameters implies the perspective transformation from the object coordinates to the camera image coordinates. Because there exist inevitable deviations between the nominal and the real coordinates caused by manufacturing and assembly tolerance, the real values should be obtained by calibration. Many approaches for the calibration have been studied over the years.

Most of the traditional stripe laser imaging systems had partitioned calibration steps for the camera imaging parameters and the laser light [7,16,37]. In [37], a calibration method for the laser plane equation was presented using a rectangular notch calibration block. The camera calibration was a prerequisite in the method and the notch block should be precisely aligned with the laser plane to obtain four laser image points for the laser calibration. On the other hand, an integrated calibration methods for both of the camera and laser light were presented in [3841]. Four collinear triplet points on two orthogonal planes were used for the integrated calibration in [39], where an expensive equipment is required to acquire multiple calibration images on the orthogonal plane. In [40], a nonlinear calibration method was presented that accommodates the laser light and the imaging parameters as well as the radial distortion in the camera lens. Their approach requires an accurate linear motion table and time-consuming calibration image construction. An additional laser light was used for the calibration of a laser stripe imaging system mounted on a robot arm [41]. In the method, the camera imaging model was oversimplified and the additional laser should be precisely perpendicular to the first laser light.

The calibration methods for a laser imaging system based on the triangulation have the similar mathematical approaches in

[^1]general. In practical point of view, the calibration method is assessed by 1) the cost-effectiveness of the calibration equipment, 2) the integration of calibration steps for both of the stripe laser light and the camera imaging parameters and 3) the efficiency in calibration data acquisition. It is aimed in this paper to present a new practical calibration method for a stripe laser imaging system. The proposed method uses a simple calibration block with different inclination at each faces. The calibration block is easily produced by a commercially available tabletop 3D printer and a printed checker board pattern is attached in each face. The camera imaging parameters and the laser plane coefficients are obtained simultaneously from the same image of the calibration block acquired with the laser on and off. As the same image is used, the calibration procedure is simple and efficient and the resultant parameters are consistent. The rest of this paper is organized as follows: In Sec. II, a camera imaging model with the laser sweep plane of the laser imaging system is described. The proposed calibration method for the laser imaging system is presented in Sec. III. The experimental results and concluding remarks are presented in Sec. IV and Sec. V, respectively.

## II. Modeling of Stripe Laser Imaging System

## A. Camera Imaging System

Fig. 1 shows the transformations from the object coordinate system in the real world to the pixel coordinate system in the image sensor. Each of the transformations in the homogeneous representation is expressed as follows:

1) The geometric transformation between the object coordinates and the camera coordinates:

$$
P_{c}=T_{g} \cdot P_{w}, \quad T_{g}=\left[\begin{array}{cc}
R_{3 \times 3} & T_{3 \times 1}  \tag{1}\\
0_{3 \times 1} & 1
\end{array}\right]
$$

2) The perspective transformation from the camera coordinates to the image coordinates:

$$
P_{p}=\frac{1}{z_{c}} T_{p} \cdot P_{c}, \quad T_{p}=\left[\begin{array}{cccc}
f_{x} & 0 & c_{x} & 0  \tag{2}\\
0 & f_{y} & c_{y} & 0 \\
0 & 0 & 1 & 0
\end{array}\right]
$$

The symbols in (1) and (2) are summarized as follows:

- $P_{w}=\left[\begin{array}{llll}x_{w} & y_{w} & z_{w} & 1\end{array}\right]^{t}:$ A point in the object coordinate system


Fig. 1. Transformation of image coordinate system.


Fig. 2. Calibration block (photo).

- $P_{c}=\left[\begin{array}{llll}x_{c} & y_{c} & z_{c} & 1\end{array}\right]^{t}:$ A point in the camera coordinate system
- $P_{p}=\left[\begin{array}{lll}x_{p} & y_{p} & 1\end{array}\right]^{t}$ : A point in the image coordinate system
- $T_{g}$ : The homogeneous transformation including rotation $R_{3 \times 3}$ and translation $T_{3 \times 1}$.
- $\left(f_{x}, f_{y}\right)$ : The focal length of a camera lens.
- $\left(c_{x}, c_{y}\right)$ : The optical axis of a camera lens.

The combination of (1) and (2) yields (3).

$$
P_{p}=T_{3 \times 4} \cdot P_{w} \equiv\left[\begin{array}{c}
x_{p}  \tag{3}\\
y_{p} \\
1
\end{array}\right]=T_{3 \times 4} \cdot\left[\begin{array}{c}
x_{w} \\
y_{w} \\
z_{w} \\
1
\end{array}\right]
$$

where $T_{3 \times 4}=T_{p} \cdot T_{g}$. Eq. (3) is rewritten as (4),

$$
\left[\begin{array}{cccc}
x_{p} t_{31}-t_{11} & x_{p} t_{32}-t_{12} & x_{p} t_{33}-t_{13} & x_{p} t_{34}-t_{14}  \tag{4}\\
y_{p} t_{31}-t_{21} & y_{p} t_{32}-t_{22} & y_{p} t_{33}-t_{23} & y_{p} t_{34}-t_{24} \\
0 & 0 & 0 & 0
\end{array}\right]\left[\begin{array}{c}
x_{w} \\
y_{w} \\
z_{w} \\
1
\end{array}\right]=\mathbf{0}
$$

where $t_{i j}, \quad 1 \leq i \leq 3, \quad 1 \leq j \leq 4$, represents the elements of the composite transformation $T_{3 \times 4}$.

## B. Stripe Laser Sweep Plane

In the object coordinates, the stripe laser sweeps a plane that is represented as follows:

$$
\begin{equation*}
c_{1} x_{w}+c_{2} y_{w}+c_{3} z_{w}+1=0 \tag{5}
\end{equation*}
$$

As a point on the laser stripe lies in the plane (5), this is an additional condition along with (4) for obtaining the 3D coordinate value $\left(x_{w}, y_{w}, z_{w}\right)$ of an object point. The combination of (4) and (5) yields (6) for computing the 3D coordinate value of an object point from the extracted laser pixel position $\left(x_{p}, y_{p}\right)$ in the image.

$$
\begin{align*}
& {\left[\begin{array}{cccc}
x_{p} t_{31}-t_{11} & x_{p} t_{32}-t_{12} & x_{p} t_{33}-t_{13} & x_{p} t_{34}-t_{14} \\
y_{p} t_{31}-t_{21} & y_{p} t_{32}-t_{22} & y_{p} t_{33}-t_{23} & y_{p} t_{34}-t_{24} \\
c_{1} & c_{2} & c_{3} & 1
\end{array}\right]\left[\begin{array}{c}
x_{w} \\
y_{w} \\
z_{w} \\
1
\end{array}\right]=\mathbf{0}}  \tag{6}\\
& \equiv\left[\begin{array}{c}
x_{w} \\
y_{w} \\
z_{w}
\end{array}\right]=\left[\begin{array}{ccc}
x_{p} t_{31}-t_{11} & x_{p} t_{32}-t_{12} & x_{p} t_{33}-t_{13} \\
y_{p} t_{31}-t_{21} & y_{p} t_{32}-t_{22} & y_{p} t_{33}-t_{23} \\
c_{1} & c_{2} & c_{3}
\end{array}\right]\left[\begin{array}{c}
-x_{p} t_{34}+t_{14} \\
-y_{p} t_{34}+t_{24} \\
-1
\end{array}\right]
\end{align*}
$$

## III. CALIBRATION

In this study, a calibration block with different inclinations at each face is employed to calibrate the parameters of the camera transformation and the coefficients of the laser sweep plane simultaneously. The calibration block can be produced with the appropriate precision by using a 3D printer. A printed checker board pattern is attached as shown in Fig. 2 to obtain a set of object points on the calibration block. In this study, the camera lens distortion is not considered because the distortion can be easily corrected by using the well-known camera calibration technique if necessary [42].
A. Calibration for $t_{i j}, \quad 1 \leq i \leq 3, \quad 1 \leq j \leq 4$

The camera calibration algorithm proposed in [43] is briefly described here. Eq. (3) indicates that the vectors $P_{p}$ and $T_{3 \times 4} \cdot P_{w}$ are collinear. Their vector product is $P_{p} \times\left(T \cdot P_{w}\right)=\mathbf{0}_{3 \times 1}$ and the expanded form is

$$
\left[\begin{array}{ccc}
\mathbf{0}_{4 \times 1}{ }^{t} & -P_{w}^{t} & y_{p} P_{w}{ }^{t}  \tag{7}\\
P_{w}{ }^{t} & \mathbf{0}_{4 \times 1}{ }^{t} & -x_{p} P_{w}{ }^{t} \\
-y_{p} P_{w}{ }^{t} & x_{p} P_{w}{ }^{t} & \mathbf{0}_{4 \times 1}{ }^{t}
\end{array}\right]\left[\begin{array}{c}
T_{1}^{t} \\
T_{2}^{t} \\
T_{3}^{t}
\end{array}\right]=\mathbf{0}_{3 \times 1}
$$

where $T_{1}, T_{2}$, and $T_{3}$ represent the row vectors of $T_{3 \times 4}$. As (7) has only two independent conditions for the parameters in $T_{1}$, $T_{2}$, and $T_{3}$, the first two equations are selected to determine the parameters.

Given $N$ pairs of image points and the corresponding 3D data in the object coordinates, $\left(P_{p 1}, P_{w 1}\right), \cdots,\left(P_{p N}, P_{w N}\right)$, the following set of augmented equations is obtained:

$$
\left[\begin{array}{ccc}
\mathbf{0}^{t} & -P_{w 1}{ }^{t} & y_{p 1} P_{w 1}{ }^{t}  \tag{8}\\
P_{w 1}{ }^{t} & \mathbf{0}^{t} & -x_{p 1} P_{w 1}{ }^{t} \\
\vdots & \vdots & \vdots \\
\mathbf{0}^{t} & -P_{w N}{ }^{t} & y_{p N} P_{w N}{ }^{t} \\
P_{w N}{ }^{t} & \mathbf{0}^{t} & -x_{p N} P_{w N}{ }^{t}
\end{array}\right]\left[\begin{array}{l}
T_{1}^{t} \\
T_{2}^{t} \\
T_{3}^{t}
\end{array}\right]=\mathbf{0} \equiv \mathbf{A}_{2 N \times 12} \mathbf{T}_{12}=\mathbf{0}
$$

The real coordinate values of the object points (grid points of the checker board pattern) can be obtained based on the known shape of the calibration block and the size of the printed grid. For example, $\left(x_{w i j}, y_{w i j}, z_{w i j}\right)$ on the face $\mathbf{B}$ shown in Fig. 2 is obtained as follows:


Fig. 3. Calibration block image with the laser off.


Fig. 4. Calibration block image with the laser on.

$$
\left[\begin{array}{c}
x_{w i j}  \tag{9}\\
y_{w i j} \\
z_{w i j}
\end{array}\right]=\left[\begin{array}{ccc}
\cos (-\theta) & 0 & \sin (-\theta) \\
0 & 1 & 0 \\
-\sin (-\theta) & 0 & \cos (-\theta)
\end{array}\right]\left[\begin{array}{c}
\Delta_{x} \cdot i \\
\Delta_{y} \cdot j \\
0
\end{array}\right]+\left[\begin{array}{c}
-5 \cdot \Delta_{x} \\
0 \\
0
\end{array}\right]
$$

where $\theta$ is the inclination angle of the face $\mathbf{B}, \Delta_{x}\left(=\Delta_{y}\right)$ denotes the size of the grid, and $(i, j)$ represents the index of a grid point on the face. It is assumed here that the coordinate frame is established at the center of the face $\mathbf{A}$ and the number of grids along $x$ and $y$ axes on the face $\mathbf{A}$ is 10 as shown in Fig. 2.

By matching each grid point in the experimental image in Fig. 3 with the coordinate value from (9), the calibration data sets $\left(P_{p i}, P_{w i}\right)$ are obtained for (8). The number of the calibration data from the grid points in Fig. 3 is more than the number of unknown parameters in (8), which gives the overdetermined set of equations. The solution, $\hat{\mathbf{T}}$, of (8) is obtained using the wellknown singular value decomposition as (10) :

$$
\begin{equation*}
\hat{\mathbf{T}}=\arg \min _{\mathbf{T}}\|\mathbf{A} \cdot \mathbf{T}\|, \quad\|\mathbf{T}\|=1 \tag{10}
\end{equation*}
$$

## B. Calibration for $c_{i}, 1 \leq i \leq 3$

Fig. 4 shows the same calibration block image with the laser on. The dotted ellipses in Fig. 4 includes the sets of the extracted laser pixels $\left(x_{p}, y_{p}\right)$ in the image. The coordinate values $\left(x_{w}, y_{w}, z_{w}\right)$ corresponding to $\left(x_{p}, y_{p}\right)$ can be computed by (4)
together with the plane equation of each face of the calibration block on which the laser pixels lie. For example, the real coordinate values $\left(x_{w}, y_{w}, z_{w}\right)$ of the laser pixels on the face $\mathbf{B}$ in Fig. 4 can be obtained from (4) with the plane equation of $\mathbf{B}$ in (11).

$$
\begin{equation*}
z_{w}=\alpha x_{w}+\beta \tag{11}
\end{equation*}
$$

where $\alpha$ and $\beta$ are the known coefficients from the inclination angle of the calibration block. It is noted that the parameters for (4) was already obtained in (10). The same procedure is applied to the laser pixels on the faces, $\mathbf{A}$ and $\mathbf{C}$. Consequently, a set of object points $\left(x_{w}, y_{w}, z_{w}\right)$ on the laser sweep plane, (5) is obtained as follows:

$$
\left[\begin{array}{ccc}
x_{w 1} & y_{w 1} & z_{w 1}  \tag{12}\\
x_{w 2} & y_{w 2} & z_{w 2} \\
\vdots & \vdots & \vdots \\
x_{w N} & y_{w N} & z_{w N}
\end{array}\right]\left[\begin{array}{l}
c_{1} \\
c_{2} \\
c_{3}
\end{array}\right]=-\mathbf{1} \equiv \mathbb{P}_{w} \mathbf{C}=\mathbf{- 1}
$$

where $N$ denotes the number of object points corresponding to the laser pixels in the image and the vector $\mathbf{1}$ is an $N$-dimensional column vector with all the elements equal to 1 . The solution of (12) is easily obtained using the pseudo-inverse as

$$
\begin{equation*}
\mathbf{C}=-\left(\mathbb{P}_{w}^{t} \mathbb{P}_{w}\right)^{-1} \mathbb{P}_{w}^{t} \mathbf{1} \tag{13}
\end{equation*}
$$

## IV. EXPERIMENTS

## A. Experimental setup

A schematic cross section of a laser imaging system is shown in Fig. 5. The effect of the slope angle of the laser sweep plane on the depth resolution is explained here. In $y-z$ section, the laser plane is represented by

$$
\begin{equation*}
z=\tan \phi \cdot\left(y-y_{o}\right) \tag{14}
\end{equation*}
$$

where $\phi$ denotes the slope angle, $f$ is the focal length of a camera, $d$ represents the camera height and $y_{o}$ is an object point on the laser sweep plane. The image position on the sensor plane is obtained by (15).

$$
\begin{equation*}
w=\frac{f \cdot y}{d-z}=\frac{f \cdot\left(\cot \phi \cdot z+y_{o}\right)}{d-z} \tag{15}
\end{equation*}
$$



Fig. 5. Cross section of laser imaging system.

The depth resolution, (16), implies the displacement of an image point on the sensor plane according to change in the height of an object point:

$$
\begin{equation*}
\frac{d w}{d z}=\frac{f \cdot\left(d \cot \phi+y_{o}\right)}{d-z} \tag{16}
\end{equation*}
$$

Eq. (16) shows that the depth resolution decreases monotonically according to $\phi$, that is, the lower slope of the laser plane gives the higher measurement resolution in $z$-axis value of an object point. However, as the slope angle decrease, the image of the stripe laser light becomes thicker; it may cause the extraction error of the laser pixels in the image. The slope angle of the laser light is designed as around $\phi \approx 30^{\circ}$ by compromise in the experimental setup. Fig. 6 shows the laser light imaging system developed in this experiment. A stripe laser light of 660 nm wavelength is used. The imaging system consists of a $2048 \times 1536$ resolution camera and a lens with $15^{\circ}$ FOV that covers $30 \mathrm{~mm} \times 30 \mathrm{~mm}$ viewing range at 110 mm height approximately. The lens with narrow FOV has negligible distortion in the image as shown in Fig. 3. Thus, the image correction is not considered in this experiment. The calibration block is illustrated in Fig 7, where $b$ and $h$ denote the bottom length and the height of each face, respectively. The inclination angles are calculated from $b$ and $h$. The calibration block was easily produced by a commercial tabletop 3D printer with a nozzle of 0.4 mm size. The step distance along the $z$-axis of the 3D printer is 0.08 mm . TABLE 1 shows the inclination angle of each face of the calibration block. A printed paper checker board pattern with the size $\Delta_{x}\left(=\Delta_{y}\right)$ of 1 mm was attached on the calibration block as shown in Fig. 2.


Fig. 6. Experimental laser light imaging system with a calibration block.


Fig. 7. Illustration of the calibration block.

(a) Test object 1 (photo)

(b) Laser image

(c) 3D data reconstruction (one scan line)

Fig. 8. Experiment with test object 1.
TABLE I
SLOPE OF EACH FACE OF THE CALIBRATION BLOCK

| Face | $\mathbf{A}$ | $\mathbf{B}$ | $\mathbf{C}$ | $\mathbf{D}$ | $\mathbf{E}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $b(\mathrm{~mm})$ | 10.0 | 12.0 | 8.0 | 14.0 | 6.0 |
| $h(\mathrm{~mm})$ | 0.0 | 4.0 | 4.0 | 4.0 | 4.0 |
| $\theta$ (deg.) | 0.0 | 18.43 | 26.57 | 15.95 | 33.69 |

## B. Result of calibration

- Imaging parameters, $t_{i j}, \quad 1 \leq i \leq 3, \quad 1 \leq j \leq 4$

From the image in Fig. 3, it is possible to obtain the calibration data set, $\left(P_{p i}, P_{w i}\right)$ that consists of the pixel position, $\left(x_{p i}, y_{p i}\right)$ of each grid point in the image and the corresponding real 3D coordinate value, $\left(x_{w i}, y_{w i}, z_{w i}\right)$ by using the known inclination angle with grid size of the calibration block. The following solution is obtained from (8) and (10) with the data set.

$$
T_{3 \times 4}=\left[\begin{array}{cccc}
-0.098814 & 0.000471 & 0.016820 & -0.844232  \tag{17}\\
-0.000302 & 0.101758 & 0.010458 & -0.516487 \\
0.000000 & 0.000001 & 0.000016 & -0.001263
\end{array}\right]
$$

- Laser plane coefficients, $c_{i}, 1 \leq i \leq 3$

The plane equation of the faces $\mathbf{A}, \mathbf{B}$, and $\mathbf{C}$ in the object coordinate system in Fig. 2 and Fig. 4 is represented by (18). There are $10 \times 10$ grids on the face $\mathbf{A}$ in Fig. 4 .

$$
\begin{cases}\text { Face } \mathbf{A}: & z_{w}=0  \tag{18}\\ \text { Face } \mathbf{B}: & z_{w}=\tan \left(\theta_{B}\right) x_{w}-5 \Delta_{x} \\ \text { Face } \mathbf{C}: & z_{w}=-\tan \left(\theta_{C}\right) x_{w}+5 \Delta_{x}\end{cases}
$$

Eq. (4) together with (18) determines $\left(x_{w i}, y_{w i}, z_{w i}\right)$ from the laser pixel $\left(x_{p i}, y_{p i}\right)$ on each face of the calibration block. As shown in Fig. 4, the laser light on a target object has several pixels with the maximum intensity in each column of the image. In this experiment, the laser pixel position is simply determined


Fig. 9. Experiment with test object 2.
by the center of the uppermost and the lowermost pixel positions with the maximum intensity. As all the columns of the image in Fig. 4 have laser pixels, the number of object points $\left(x_{w i}, y_{w i}, z_{w i}\right)$ corresponding to each extracted laser pixel is 2048. Using the data set of $\left(x_{w i}, y_{w i}, z_{w i}\right)$, the solution for (12) was obtained from (13) as follows:

$$
\mathbf{C}=\left[\begin{array}{lll}
-0.004648 & 0.226302 & -0.314155 \tag{19}
\end{array}\right]^{t}
$$

## C. Measurement result and 3D data reconstruction

The performance of 3D measurement in this study is investigated by using three test objects. The test object in Fig. 8 (a) is an array of hemispheres produced by the 3D printer. The height of the hemispheres is 2 mm . Fig. 8 (b) shows the experimental image with a laser scan line and Fig. 8 (c) is the result of the 3D reconstruction for the laser scan line.

Fig. 9 (a) shows the second test object, which has a similar shape as the calibration object used before but has a different size. The height of the test object 2 is 4 mm . Figs. 9 (b) and (c) shows the experimental image with a stripe laser light and the result of the 3 D reconstruction.

Fig. 10 (a) is a test object stacked with twenty four A4 papers. Each A4 paper has 0.1 mm thickness and the height of the object is 2.4 mm . In the experiment, the measurement along $Z$ axis (depth) is the most relevant. As shown in Fig. 10 (b), each step in the stacked paper has around 10 pixels difference along $y$-axis in the image; it means the laser imaging system is capable of 0.01 mm resolution in depth ( $z$-axis) measurement. The results of measurement in $z$-axis are summarized in TABLE II. In the table, the standard deviations are obtained from ten repeated measurements. The measurement precision is within 0.05 mm in the repeated experiment. The maximum measurement error is around 0.8 mm , which is deviated by $30 \%$ from the true value. It is possible to improve the accuracy by using the more accurate calibration block with the checker board pattern.


Fig. 10. Experiment with test object 3.
As a summary, the proposed calibration method is compared with the some other methods in TABLE III. The aspects of the comparison are 1) the cost-effectiveness of the calibration equipment, 2) the integration of calibration steps for the stripe laser and the camera imaging parameters and 3) the efficiency in calibration data acquisition.

TABLE II
Measurement Results

|  | Test object 1 | Test object 2 | Test object 3 |
| :---: | :---: | :---: | :---: |
| True value (mm) | 2.0 | 4.0 | 2.4 |
| Measured average <br> $(\mathrm{mm})$ | 2.64 | 4.47 | 3.16 |
| Standard deviation <br> $(\mathrm{mm})$ | 0.05 | 0.03 | 0.03 |
| Repeatability (mm) | $\pm 0.14$ | $\pm 0.05$ | $\pm 0.04$ |

TABLE III
Comparison with Other Calibration Methods

|  | Calibration <br> equipment | Integration of <br> camera and laser <br> calibration steps | Calibration <br> data acquisition |
| :---: | :---: | :---: | :---: |
| $[37]$ | Precise <br> notch block | Partitioned <br> calibrations | A laser image of <br> notch block |
| $[39]$ | Heavy metal <br> frame with two <br> orthogonal planes | Integrated <br> calibration | Multiple images <br> for stripe lights <br> (not laser) |
| $[40]$ | Calibration block <br> on motion plat- <br> form | Integrated <br> calibration | Series of scanned <br> images on motion <br> platform |
| $[41]$ | Additional <br> laser light and <br> gauge block | Partitioned <br> calibrations | Several laser im- <br> ages of gauge <br> block |
| Pro- <br> posed | Calibration block <br> with different in- <br> clination at face | Integrated <br> calibration | An image with <br> laser on and off |

## V. Conclusion

In this paper, a new practical calibration method was presented for a stripe laser imaging system. The proposed method used a calibration block with different inclination angle at each
face. The calibration block can be easily produced using a tabletop 3D printer with proper precision. The imaging parameters and the laser sweep plane coefficients were obtained simultaneously by using the same calibration image with the laser on and off in the proposed method. Thus, the calibration process is simple and efficient and the resultant calibration parameters are consistent. The main advantages of the proposed calibration method are summarized as 1) consistency in the calibrated parameters because of the integrated calibration for the camera imaging parameters and the stripe laser, 2) cost-effectiveness of the calibration equipment and 3 ) efficiency in calibration data acquisition from a single calibration image with laser on and off. The experimental results demonstrated the performance of the proposed calibration method in terms of the 3D measurement precision up to tens of micrometers. The proposed calibration method is applicable to laser imaging systems for precise inspection, reverse engineering, or 3D shape reconstruction combined with the $y$-axis motion. It is possible to obtain the higher calibration accuracy by using a more accurate calibration block. Also, a pair of two stripe laser light can improve the measurement performance of a laser imaging system by reducing the shading area of a target object.
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