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Abstract—This paper presents a new practical calibration 

method of a stripe laser imaging system for the three-dimensional 
(3D) shape measurement of an object. The proposed calibration 
method has an integrated mathematical approach for the camera 
imaging parameters and the stripe laser light plane. A simple cal-
ibration block with checker board pattern attached is employed 
that has different inclination angle at each face. Because the same 
scene with the laser light on and off is used for the integrated cali-
bration of the camera and the laser light plane, the calibration pro-
cess is fast and efficient and the resultant calibration parameters 
are consistent. Experimental results demonstrated the perfor-
mance of the proposed calibration method. 
 

Index Terms—3D shape measurement, camera parameter, cali-
bration, stripe laser imaging, laser sweep plane 

I. INTRODUCTION 
OMBINATION of an imaging camera and a laser scan-

ner is generally used to acquire three-dimensional (3D) 
shape of an object [1-3]. The laser imaging system is a type 

of noncontact and active 3D measurement system that projects 
a collimated laser light of distinct frequency on a target object 
and measures the deformation of the laser light according to the 
shape of the object through a camera [4-6]. The 3D surface 
shape data can be calculated based on the triangulation. 

Several studies have been conducted on the laser imaging 
system. A 3D scanning system was developed using a handheld 
linear laser light and a camera [7]. 3D point clouds of an object 
at different view angles with a variable field-of-view (FOV) 
camera were obtained by using stripe laser light image in [8]. 
An optical scanning mirror was used to improve the scanning 
speed of a laser triangulation sensor in [9]. A high-speed rotat-
ing optical diffuser was adopted to minimize the effects of ge-
ometrical fluctuations of the laser beam [10]. In [11], a calibra-
tion method of laser spot direction was proposed for a laser dis-
placement sensor of an optical coordinate measuring system. 

In some studies, structured light with a complex coded pat-
tern was used instead of stripe laser light [12-14]. The line en-
coded structured light patterns were designed for surface meas-
urement [15]. A calibration algorithms with some RGB features 
was proposed to calibrate the structured light patterns [16]. In 
[17], an overview of various pattern codification methods in-
cluding space-, time-, and color-coding techniques was pre-
sented. A complex structured light pattern requires an expen-
sive digital light processing projector [18,19]. Further progress 
and prospects of the structured light imaging methods for 3D 
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data acquisition are available in [20-22]. A LiDAR sensor was 
combined with an imaging camera to obtain 3D data and the 
color information of an object simultaneously [23-25]. 

Because of the high measurement frequency and precision, 
the laser structured light imaging methods are applicable in var-
ious fields such as reverse engineering for industrial purposes 
[26], the restoration of cultural heritage [27,28], biomedical ap-
plications such as 3D dental measurement [29], human body 
shape measurement [30,31], the autonomous navigation of a 
mobile robot [32], the detection of surface crack in concrete [33] 
and object grasping with and auto-calibration of manipulator 
robots [35,36].  

The coordinates of the stripe laser light and the camera im-
aging parameters should be known in advance to obtain metric 
reconstruction of target object’s 3D shape by a laser imaging 
system. Herein, the camera imaging parameters implies the per-
spective transformation from the object coordinates to the cam-
era image coordinates. Because there exist inevitable deviations 
between the nominal and the real coordinates caused by manu-
facturing and assembly tolerance, the real values should be ob-
tained by calibration. Many approaches for the calibration have 
been studied over the years. 

Most of the traditional stripe laser imaging systems had par-
titioned calibration steps for the camera imaging parameters 
and the laser light [7,16,37]. In [37], a calibration method for 
the laser plane equation was presented using a rectangular notch 
calibration block. The camera calibration was a prerequisite in 
the method and the notch block should be precisely aligned with 
the laser plane to obtain four laser image points for the laser 
calibration. On the other hand, an integrated calibration meth-
ods for both of the camera and laser light were presented in [38-
41]. Four collinear triplet points on two orthogonal planes were 
used for the integrated calibration in [39], where an expensive 
equipment is required to acquire multiple calibration images on 
the orthogonal plane. In [40], a nonlinear calibration method 
was presented that accommodates the laser light and the imag-
ing parameters as well as the radial distortion in the camera lens. 
Their approach requires an accurate linear motion table and 
time-consuming calibration image construction. An additional 
laser light was used for the calibration of a laser stripe imaging 
system mounted on a robot arm [41]. In the method, the camera 
imaging model was oversimplified and the additional laser 
should be precisely perpendicular to the first laser light. 

The calibration methods for a laser imaging system based on 
the triangulation have the similar mathematical approaches in 
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general. In practical point of view, the calibration method is as-
sessed by 1) the cost-effectiveness of the calibration equipment, 
2) the integration of calibration steps for both of the stripe laser 
light and the camera imaging parameters and 3) the efficiency 
in calibration data acquisition. It is aimed in this paper to pre-
sent a new practical calibration method for a stripe laser imag-
ing system. The proposed method uses a simple calibration 
block with different inclination at each faces. The calibration 
block is easily produced by a commercially available tabletop 
3D printer and a printed checker board pattern is attached in 
each face. The camera imaging parameters and the laser plane 
coefficients are obtained simultaneously from the same image 
of the calibration block acquired with the laser on and off. As 
the same image is used, the calibration procedure is simple and 
efficient and the resultant parameters are consistent. The rest of 
this paper is organized as follows: In Sec. II, a camera imaging 
model with the laser sweep plane of the laser imaging system is 
described. The proposed calibration method for the laser imag-
ing system is presented in Sec. III. The experimental results and 
concluding remarks are presented in Sec. IV and Sec. V, respec-
tively. 

II. MODELING OF STRIPE LASER IMAGING SYSTEM 

A. Camera Imaging System 
Fig. 1 shows the transformations from the object coordinate 

system in the real world to the pixel coordinate system in the 
image sensor. Each of the transformations in the homogeneous 
representation is expressed as follows: 

1) The geometric transformation between the object coordi-
nates and the camera coordinates: 

3 3 3 1
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, ´ ´
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ë û
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P TPT   (1) 

2) The perspective transformation from the camera coordi-
nates to the image coordinates: 
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The symbols in (1) and (2) are summarized as follows: 

Ÿ [ ]1 t
w w w wP x y z= : A point in the object coordinate 
system 

Ÿ [ ]1= t
c cc cP x y z : A point in the camera coordinate 

system 

Ÿ 1é ù= ë û
t

p p pP x y : A point in the image coordinate sys-
tem 

Ÿ gT : The homogeneous transformation including rotation 

3 3´R  and translation 3 1´T . 

Ÿ ( ),x yf f : The focal length of a camera lens. 

Ÿ ( ),x yc c : The optical axis of a camera lens. 
The combination of (1) and (2) yields (3). 

3 4 3 4

1
1

p w

w
p

w
p

w

x
x

y
P T y

z
P T´ ´

é ù
é ù ê ú
ê ú ê ú= º = ×ê ú ê ú
ê ú êë û

ë û

×

ú

  (3) 

where 3 4 p gTT T´ = × . Eq. (3) is rewritten as (4), 
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where , 1 3, 1 4ijt i j£ £ £ £ , represents the elements of the 
composite transformation 3 4´T . 

B. Stripe Laser Sweep Plane 
In the object coordinates, the stripe laser sweeps a plane that 

is represented as follows: 

1 2 3 1 0+ + + =w w wc x c y c z    (5) 

As a point on the laser stripe lies in the plane (5), this is an ad-
ditional condition along with (4) for obtaining the 3D coordi-
nate value ( ), ,w w wx y z  of an object point. The combination of 
(4) and (5) yields (6) for computing the 3D coordinate value of 
an object point from the extracted laser pixel position ( ),p px y  
in the image. 

 
Fig. 1.  Transformation of image coordinate system. 

 
Fig. 2.  Calibration block (photo). 
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III. CALIBRATION 
In this study, a calibration block with different inclinations at 

each face is employed to calibrate the parameters of the camera 
transformation and the coefficients of the laser sweep plane 
simultaneously. The calibration block can be produced with the 
appropriate precision by using a 3D printer. A printed checker 
board pattern is attached as shown in Fig. 2 to obtain a set of 
object points on the calibration block. In this study, the camera 
lens distortion is not considered because the distortion can be 
easily corrected by using the well-known camera calibration 
technique if necessary [42]. 

A. Calibration for , 1 3, 1 4£ £ £ £ijt i j  

The camera calibration algorithm proposed in [43] is briefly 
described here. Eq. (3) indicates that the vectors pP  and 

3 4´ × wT P  are collinear. Their vector product is 

3 1)( ´´ =×p wTP P 0  and the expanded form is 
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where 1T , 2T , and 3T  represent the row vectors of 3 4´T . As (7) 
has only two independent conditions for the parameters in 1T , 

2T , and 3T , the first two equations are selected to determine the 
parameters. 

Given N  pairs of image points and the corresponding 3D 
data in the object coordinates, ( )1 1, wpP P ,L , ( ), wpN NP P , the 
following set of augmented equations is obtained: 
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The real coordinate values of the object points (grid points of 
the checker board pattern) can be obtained based on the known 
shape of the calibration block and the size of the printed grid. 
For example, ( ), ,wij wij wijx y z  on the face B shown in Fig. 2 is 
obtained as follows: 
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where q  is the inclination angle of the face B, ( )x yD = D  de-

notes the size of the grid, and ( ),i j  represents the index of a 
grid point on the face. It is assumed here that the coordinate 
frame is established at the center of the face A and the number 
of grids along x  and y  axes on the face A is 10 as shown in 
Fig. 2. 

By matching each grid point in the experimental image in Fig. 
3 with the coordinate value from (9), the calibration data sets 
( ), wpi iP P  are obtained for (8). The number of the calibration 
data from the grid points in Fig. 3 is more than the number of 
unknown parameters in (8), which gives the overdetermined set 
of equations. The solution, T̂ , of (8) is obtained using the well-
known singular value decomposition as (10) : 

ˆ arg min , 1= × =
T

T A T T            (10) 

B. Calibration for , 1 3£ £ic i  

Fig. 4 shows the same calibration block image with the laser 
on. The dotted ellipses in Fig. 4 includes the sets of the extracted 
laser pixels ( ),p px y  in the image. The coordinate values 

( ), ,w w wx y z  corresponding to ( ),p px y  can be computed by (4) 

 
Fig. 4.  Calibration block image with the laser on. 

 
Fig. 3.  Calibration block image with the laser off. 
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together with the plane equation of each face of the calibration 
block on which the laser pixels lie. For example, the real coor-
dinate values ( ), ,w w wx y z  of the laser pixels on the face B in 
Fig. 4 can be obtained from (4) with the plane equation of B in 
(11).  

w wz xa b= +             (11) 

where a  and b  are the known coefficients from the inclina-
tion angle of the calibration block. It is noted that the parame-
ters for (4) was already obtained in (10). The same procedure is 
applied to the laser pixels on the faces, A and C. Consequently, 
a set of object points ( ), ,w w wx y z  on the laser sweep plane, (5) 
is obtained as follows: 
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where N  denotes the number of object points corresponding to 
the laser pixels in the image and the vector 1  is an N -dimen-
sional column vector with all the elements equal to 1. The solu-
tion of (12) is easily obtained using the pseudo-inverse as 

( ) 1-
= - t t

w w wC 1P�P� P�   (13) 

IV. EXPERIMENTS 

A. Experimental setup 
A schematic cross section of a laser imaging system is shown 

in Fig. 5. The effect of the slope angle of the laser sweep plane 
on the depth resolution is explained here. In y z-  section, the 
laser plane is represented by 

tan ( )oz y yf= × -                (14) 

where f  denotes the slope angle, f  is the focal length of a 
camera, d  represents the camera height and oy  is an object 
point on the laser sweep plane. The image position on the sensor 
plane is obtained by (15). 

(cot )of z yf yw
d z d z

f× × +×
= =

- -
          (15) 

The depth resolution, (16), implies the displacement of an im-
age point on the sensor plane according to change in the height 
of an object point: 

( )cot of d ydw
dz d z

f× +
=

-
             (16) 

Eq. (16) shows that the depth resolution decreases monoton-
ically according to f  , that is, the lower slope of the laser plane 
gives the higher measurement resolution in z -axis value of an 
object point. However, as the slope angle decrease, the image 
of the stripe laser light becomes thicker; it may cause the ex-
traction error of the laser pixels in the image. The slope angle 
of the laser light is designed as around 30f » o  by compromise 
in the experimental setup. Fig. 6 shows the laser light imaging 
system developed in this experiment. A stripe laser light of 
660nm  wavelength is used. The imaging system consists of a 
2048×1536 resolution camera and a lens with 15° FOV that co-
vers 30 30mm mm´  viewing range at 110mm  height approx-
imately. The lens with narrow FOV has negligible distortion in 
the image as shown in Fig. 3. Thus, the image correction is not 
considered in this experiment. The calibration block is illus-
trated in Fig 7, where b  and h  denote the bottom length and 
the height of each face, respectively. The inclination angles are 
calculated from b  and h . The calibration block was easily pro-
duced by a commercial tabletop 3D printer with a nozzle of 
0.4mm  size. The step distance along the z -axis of the 3D 
printer is 0.08mm . TABLE 1 shows the inclination angle of 
each face of the calibration block. A printed paper checker 
board pattern with the size ( )x yD = D  of 1mm was attached on 
the calibration block as shown in Fig. 2. 

 
Fig. 5.  Cross section of laser imaging system. 

 
Fig. 6.  Experimental laser light imaging system with a calibration block. 

 

Fig. 7.  Illustration of the calibration block. 

This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication.
The final version of record is available at  http://dx.doi.org/10.1109/TIM.2020.3024336

Copyright (c) 2020 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.



> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

5

 
TABLE I 

SLOPE OF EACH FACE OF THE CALIBRATION BLOCK 

 Face A B C D E 

b (mm) 10.0 12.0 8.0 14.0 6.0 

h (mm) 0.0 4.0 4.0 4.0 4.0 

q (deg.) 0.0 18.43 26.57 15.95 33.69 

 

B. Result of calibration 
Ÿ Imaging parameters, , 1 3, 1 4£ £ £ £ijt i j  
From the image in Fig. 3, it is possible to obtain the calibra-

tion data set, ( ), wpi iP P  that consists of the pixel position, 

( ),pi pix y  of each grid point in the image and the corresponding 

real 3D coordinate value, ( ), ,wi wi wix y z  by using the known in-
clination angle with grid size of the calibration block. The fol-
lowing solution is obtained from (8) and (10) with the data set. 

3 4

0.098814 0.000471 0.016820 0.844232
0.000302 0.101758 0.010458 0.516487

0.000000 0.000001 0.000016 0.001263
T ´

- -
- -

-

é ù
ê ú= ê ú
ê úë û

  (17) 

Ÿ Laser plane coefficients, , 1 3£ £ic i  
The plane equation of the faces A, B, and C in the object 

coordinate system in Fig. 2 and Fig. 4 is represented by (18). 
There are 10 10´  grids on the face A in Fig. 4. 

Face : 0
Face : tan( ) 5
Face : tan( ) 5

w

w B w x

w C w x

z
z x
z x

q
q

=ì
ï = - Dí
ï = - + Dî

A
B
C

  (18) 

Eq. (4) together with (18) determines ( ), ,wi wi wix y z  from the 

laser pixel ( ),pi pix y  on each face of the calibration block. As 
shown in Fig. 4, the laser light on a target object has several 
pixels with the maximum intensity in each column of the image. 
In this experiment, the laser pixel position is simply determined 

by the center of the uppermost and the lowermost pixel posi-
tions with the maximum intensity. As all the columns of the 
image in Fig. 4 have laser pixels, the number of object points 
( ), ,wi wi wix y z  corresponding to each extracted laser pixel is 

2048. Using the data set of ( ), ,wi wi wix y z , the solution for (12) 
was obtained from (13) as follows: 

[ ]0.004648 0.226302 0.314155 t= - -C   (19) 

C. Measurement result and 3D data reconstruction 
The performance of 3D measurement in this study is investi-

gated by using three test objects. The test object in Fig. 8 (a) is 
an array of hemispheres produced by the 3D printer. The height 
of the hemispheres is 2mm . Fig. 8 (b) shows the experimental 
image with a laser scan line and Fig. 8 (c) is the result of the 3D 
reconstruction for the laser scan line. 

Fig. 9 (a) shows the second test object, which has a similar 
shape as the calibration object used before but has a different 
size. The height of the test object 2 is 4mm . Figs. 9 (b) and (c) 
shows the experimental image with a stripe laser light and the 
result of the 3D reconstruction. 

Fig. 10 (a) is a test object stacked with twenty four A4 papers. 
Each A4 paper has 0.1mm  thickness and the height of the ob-
ject is 2.4mm . In the experiment, the measurement along z -
axis (depth) is the most relevant. As shown in Fig. 10 (b), each 
step in the stacked paper has around 10 pixels difference along 
y  –axis in the image; it means the laser imaging system is ca-

pable of 0.01mm  resolution in depth ( z -axis) measurement. 
The results of measurement in z -axis are summarized in 
TABLE II. In the table, the standard deviations are obtained 
from ten repeated measurements. The measurement precision is 
within 0.05mm  in the repeated experiment. The maximum 
measurement error is around 0.8mm , which is deviated by 
30%  from the true value. It is possible to improve the accuracy 
by using the more accurate calibration block with the checker 
board pattern. 

     
(a) Test object 1 (photo) (b) Laser image 

 

 
(c) 3D data reconstruction (one scan line) 

Fig. 8.  Experiment with test object 1. 

     
(a) Test object 2 (photo) (b) Laser image 
  

 
(c) 3D data reconstruction (one scan line) 

Fig. 9.  Experiment with test object 2. 
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As a summary, the proposed calibration method is compared 
with the some other methods in TABLE III. The aspects of the 
comparison are 1) the cost-effectiveness of the calibration 
equipment, 2) the integration of calibration steps for the stripe 
laser and the camera imaging parameters and 3) the efficiency 
in calibration data acquisition.  

 
TABLE II 

 MEASUREMENT RESULTS 

  Test object 1 Test object 2 Test object 3 

True value (mm) 2.0 4.0 2.4 

Measured average 
(mm) 2.64 4.47 3.16 

Standard deviation 
(mm) 0.05 0.03 0.03 

Repeatability (mm) ± 0.14 ± 0.05 ± 0.04 

 
TABLE III 

 COMPARISON WITH OTHER CALIBRATION METHODS 

  Calibration 
equipment  

Integration of 
camera and laser 
calibration steps 

Calibration 
data acquisition 

[37] Precise 
notch block 

Partitioned 
calibrations 

A laser image of 
notch block  

[39] 
Heavy metal 

frame with two 
orthogonal planes 

Integrated 
calibration 

Multiple images 
for stripe lights 

(not laser) 

[40] 
Calibration block 
on motion plat-

form 

Integrated 
calibration 

Series of scanned 
images on motion 

platform 

[41] 
Additional 

laser light and 
gauge block 

Partitioned 
calibrations 

Several laser im-
ages of gauge 

block 

Pro-
posed 

Calibration block 
with different in-
clination at face 

Integrated 
calibration 

An image with 
laser on and off 

V. CONCLUSION 
In this paper, a new practical calibration method was pre-

sented for a stripe laser imaging system. The proposed method 
used a calibration block with different inclination angle at each 

face. The calibration block can be easily produced using a tab-
letop 3D printer with proper precision. The imaging parameters 
and the laser sweep plane coefficients were obtained simultane-
ously by using the same calibration image with the laser on and 
off in the proposed method. Thus, the calibration process is sim-
ple and efficient and the resultant calibration parameters are 
consistent. The main advantages of the proposed calibration 
method are summarized as 1) consistency in the calibrated pa-
rameters because of the integrated calibration for the camera 
imaging parameters and the stripe laser, 2) cost-effectiveness of 
the calibration equipment and 3) efficiency in calibration data 
acquisition from a single calibration image with laser on and off. 
The experimental results demonstrated the performance of the 
proposed calibration method in terms of the 3D measurement 
precision up to tens of micrometers. The proposed calibration 
method is applicable to laser imaging systems for precise in-
spection, reverse engineering, or 3D shape reconstruction com-
bined with the y -axis motion. It is possible to obtain the higher 
calibration accuracy by using a more accurate calibration block. 
Also, a pair of two stripe laser light can improve the measure-
ment performance of a laser imaging system by reducing the 
shading area of a target object. 
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